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ABSTRACT: Accurate short-term solar irradiance forecasting is critical for optimizing solar energy integration into 
power systems. This study presents an image-based deep learning framework for minute-scale solar irradiance 
prediction. Our model, developed locally, was benchmarked against two commercial forecasting solutions at the same 
experimental site, demonstrating superior accuracy and adaptability. A key innovation is the introduction of a skill-
driven sampling algorithm, based on clear sky index persistence error, which optimizes the training dataset by excluding 
low-utility samples while preserving essential physical features, such as solar zenith and azimuth angles. This approach 
enables the removal of up to 30% of the original training data, leading to approximately 16% savings in computational 
resources without compromising forecast accuracy. Using a test set of 324,991 observations, our model achieved a skill 
score of 7.63%, significantly outperforming commercial models, which showed negative skill scores under the same 
conditions. 
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1 INTRODUCTION 

1.1 Context 
 Solar energy plays an increasingly important role in 
the global energy landscape, driven by rapid 
advancements in photovoltaic (PV) technologies [1]. 
However, its availability is influenced by weather 
conditions that alter the interaction of solar radiation with 
the atmosphere. These variations in atmospheric optical 
properties—reflection, absorption, and scattering—create 
challenges for maintaining consistent energy output from 
large-scale PV installations, complicating their integration 
into the energy grid. 
 To mitigate these challenges, PV systems are often 
coupled with Energy Storage Systems (ESS), which 
balance fluctuations by storing and releasing energy as 
needed [2]. Solar forecasting tools have further enhanced 
the ability to predict surface solar irradiance (SSI) and PV 
output across various time scales, optimizing system 
performance and reducing financial penalties due to 
discrepancies in energy supply [3]. 

1.2 Background 
 Deep learning has advanced solar forecasting by 
integrating data from sources such as pyranometers and 
sky images from ground-based and satellite systems. For 
very short-term forecasts—ranging from minutes to 
hours—fisheye sky imagers provide high-resolution, 
wide-angle views of the sky, which are valuable for 
predicting cloud movements and solar irradiance 
variations, as shown in Figure 1. 

Figure 1: Examples of sky images captured using 
different fisheye cameras 

 Deep learning models detect patterns between 
sequential sky observations and corresponding changes in 
solar irradiance or PV output. Trained on extensive 
historical data, these models have demonstrated strong 
predictive performance across various architectures [4]. In 
short-term solar forecasting using sky images, the goal is 

to predict future irradiance by leveraging historical sky 
images and irradiance data. The training process optimizes 
the model using historical datasets and evaluates its ability 
to generalize on unseen data, with performance metrics 
assessing accuracy [5]. 

1.3 Data-centric vs. Model-centric Approach 
 Traditionally, solar forecasting research has focused 
on improving neural network architectures to enhance 
predictive accuracy. However, a growing shift toward 
data-centric approaches prioritizes dataset quality over 
model refinement. Data augmentation and resampling 
techniques have shown promise in increasing the 
representativeness of training data and boosting model 
performance [6-9]. 

1.4 Problem statement 
 This research focuses on optimizing the selection of 
training samples for deep learning models used in intra-
hour solar forecasting. Specifically, it aims to identify the 
most relevant subset of training data that enhances model 
performance without requiring the full dataset. The 
challenge lies in developing a method that selects a data 
subset yielding comparable or better performance than the 
full dataset, thus improving model training efficiency. 

2 METHODOLOGY 

2.1 Irradiance data 
 Global Horizontal Irradiance (GHI) measurements 
used for model development and validation were collected 
at an acquisition station in La Tour-de-Salvagny, France 
(latitude: 45.815, longitude: 4.726). The data were 
recorded every 10 seconds using a standard class A 
pyranometer and aggregated into 30-second averages. 

2.2 Sky image data 
 Sky images were captured using a sky imager installed 
adjacent to the GHI measurement site in La Tour-de-
Salvagny, operational since July 2019. The imager 
includes a visible spectrum camera equipped with a 
fisheye lens, capturing images at 30-second intervals. An 
example image from this imager is shown in the central 
panel of Figure 1. 

2.3 Commercial forecasts 
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 To validate the proposed forecasting model, data from 
two commercial forecasting solutions were used for 
comparison. Both systems use a proprietary sky imager 
with an embedded forecasting model, one operating in the 
visible spectrum and the other in the near-infrared 
spectrum. The specific details of these forecasting models 
are proprietary and not publicly available. Both systems 
are installed at the same site in La Tour-de-Salvagny as the 
validation measurements. The visible spectrum system 
was operational from September 1, 2020, to November 8, 
2020, while the infrared system was active from 
November 15, 2022, to March 6, 2023. Each system 
provides forecasts with a 5-minute horizon; the visible 
system updates every 30 seconds, and the infrared system 
every 60 seconds. 
 
2.3 Data preprocessing 
 Irradiance data with solar elevation angles below 15 
degrees were systematically excluded due to increased 
uncertainty in clear sky models during these periods, 
which can lead to significant forecast errors in the clear 
sky index [10,11]. GHI measurements exceeding 
established physical limits were also removed [12]. For 
time series detrending, , the clear sky index (𝑘) was 
computed using McClear [13]. 
 Sky image preprocessing involved circular cropping at 
a 10-degree elevation to remove obstructions such as trees 
and buildings, ensuring consistency with irradiance data. 
Distortions caused by the camera and fisheye lens were 
corrected through checkerboard calibration, which 
facilitates accurate tracking of cloud movements and sizes. 
Finally, the images were downsampled to a lower 
resolution (e.g., 64x64 pixels) to prepare them for deep 
learning model training. 
 
2.4 Skill-driven sampling 
 The skill-driven sampling algorithm refines the 
training dataset by excluding samples where the 
persistence model performs well (i.e., low prediction 
difficulty). It focuses on selecting samples with higher 
persistence error, where advanced forecasting models can 
demonstrate their capabilities. 
 The algorithm is outlined as follows: 

• Input: The training dataset 𝐷!"#$%, forecasting 
horizon ℎ, and persistence error threshold τ. 

• Output: A refined training dataset 𝐷′!"#$%. 
Steps: 

1. For each sample in 𝐷!"#$%, calculate the 
persistence error 𝜀&'"($(!'%)'(ℎ). 

2. If the error exceeds the threshold τ, include 
the sample in the refined dataset. 

3. Return the refined dataset 𝐷′!"#$%. 
 The persistence error  𝜀&'"($(!'%)' is defined as 
𝜀&'"($(!'%)'(ℎ) = |𝑘!*+ − 𝑘!|, representing the 
forecasting error of the persistence model based on the 
clear sky index. The use of the L1 norm provides 
robustness against outliers and extreme deviations, 
common in minute-scale irradiance variability. 
 By estimating the error based on the clear sky index 𝑘, 
rather than the absolute GHI error, the algorithm avoids 
biases related to varying GHI levels. In lower solar 
elevation angles, surface irradiance decreases, potentially 
leading to misleadingly low error values if GHI were used. 
The clear sky index-based error allows for a more accurate 
assessment of forecasting challenges based on varying sky 
conditions, independent of the absolute GHI level. In this 

study, persistence error serves as a proxy for the 
predictability of the scenario. 
 
2.5 Model 
 The proposed model integrates three neural network 
modules into a unified architecture, inspired by successful 
benchmarks in previous studies [14-18]. This design 
facilitates end-to-end learning and supports a multi-modal 
approach by processing sequences of past sky 
observations and GHI measurements to predict future GHI 
levels. Figure 2 provides a general overview of the model, 
highlighting key components and parameters. 
 

 
Figure 2: Proposed forecasting deep learning architecture. 
Each module is depicted with its specific neural operators 
and associated parameters. The "CNN backbone" refers to 
the 50-layer ResNet model [19].  
 
 
3 RESULTS 
 
3.1 Model architecture validation 
 Objective: The validation of our model architecture 
serves two main purposes: ensuring the control model 
performs adequately for subsequent experiments, and 
directly comparing it with commercial forecasting 
solutions deployed at the same site. This study is the first 
to directly compare an on-site developed deep learning 
model with commercial sky imaging solutions. While 
previous studies typically validate models against 
observations or persistence baselines, this work 
incorporates both commercial imagers and forecasting 
algorithms, providing insights into the relative 
performance of locally developed models versus off-site 
commercial solutions. 
 Global Performance Assessment: Table I compares 
our model’s performance with two commercial systems 
(visible and infrared spectrum systems) using key error 
metrics. Our model consistently outperformed both 
commercial systems across all metrics: 

• In cross-validation, our model achieved an 
RMSE skill score of 7.63%, a strong result for 
very short-term forecasts. 

• Compared to the visible spectrum solution, our 
model significantly reduced RMSE and 
achieved a higher skill score (9.94% vs. -
11.20%). 

𝒚𝒕−𝑻:𝒕 ∈ ℝ𝑵 𝑰𝒕−𝑻:𝒕 ∈ ℝ𝑾∗𝑯∗(𝑪∗𝑵)
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• Similarly, the infrared solution underperformed, 
yielding a negative skill score (-28.75%), while 
our model maintained a positive result (6.11%). 

 These findings highlight the advantage of developing 
site-specific models, which are better at capturing local 
conditions compared to off-site solutions. 
 Limitations: One limitation is that our model was 
optimized using site-specific data, allowing it to adapt to 
local characteristics, such as systematic biases and 
recurring weather patterns. In contrast, the commercial 
models were developed off-site, making them less tailored 
to the specific environment. Furthermore, rapid 
advancements in deep learning have likely contributed to 
our model’s superior performance, underscoring the 
importance of incorporating the latest technologies to 
enhance forecasting accuracy. 

 
Table I: Statistical error comparison between the 
proposed model and commercial solutions. Metrics 
labeled with ̄  indicate that lower values are better; metrics 
labeled with  indicate that higher values are better. 
 

Model 
¯ MBE 
Wm-2  

(%) 

¯ MAE 
Wm-2  

(%) 

¯ RMSE 
Wm-2  

(%) 

 RMSE 
Skill Score 

% 
10-fold cross-validation (from 2019-07-09 to 2023-06-01) 

Ours 0.10 
(0.02) 

38.10 
(9.63) 

85.84 
(21.70) 7.63 

Observation Mean: 395.54 Wm-2  - Observation Number : 324991 
Visible commercial solution (from 2020-09-01 to 2020-11-08) 

Visible 6.35 
(1.99) 

49.48 
(15.52) 

89.96 
(28.21) -11.20 

Ours -1.24 
(-0.39) 

35.30 
(11.07) 

72.86 
(22.85) 9.94 

Observation Mean: 318.89 Wm-2 - Observation Number: 6872 
Infrared commercial solution (from 2022-11-15 to 2023-03-06) 

Infrared 12.92 
(5.46) 

34.09 
(14.40) 

71.81 
(30.32) -28.75 

Ours 0.21 
(0.09) 

27.20 
(11.48) 

52.37 
(22.11) 6.11 

Observation Mean: 236.84 Wm-2 - Observation Number: 7835 
 
3.2 Skill-driven validation 
 Objective: The objective of validating the skill-driven 
sampling approach is to assess whether it improves model 
performance and computational efficiency. Specifically, 
we aim to determine if the refined dataset reduces training 
time while maintaining or enhancing predictive accuracy 
compared to the full dataset. 
 Impact on Forecasting Performance: Table II 
presents the impact of skill-driven sampling on the 
model’s performance. The model was trained on 
progressively refined datasets using different thresholds τ, 
while keeping the architecture unchanged. A 10-fold 
cross-validation was performed to evaluate the model, 
with the performance metrics averaged. 
 The results highlight three key trends: 

• Aggressive Sampling (30-40% of data retained): 
High thresholds (τ=0.061 and τ=0.038) result in 
reduced performance, as seen in higher RMSE 
and negative skill scores. This suggests that 
removing too much data reduces the variability 
needed for model learning, especially in 
complex scenarios. 

• Moderate Sampling (50-60% of data retained): 
At thresholds τ=0.023 and τ=0.014 model 
performance improves, with positive skill scores 
surpassing the persistence baseline. Training 
time was reduced by approximately 20%, 

without compromising predictive accuracy. 
• Conservative Sampling (70-90% of data 

retained): At thresholds τ=0.007 and τ=0.002, 
model performance is nearly identical to the 
control model trained on the full dataset, while 
training times were reduced by 8-16%. This 
suggests that up to 30% of the original dataset is 
redundant, validating the hypothesis that simpler 
scenarios offer minimal value for model 
learning. 

 Overall, skill-driven sampling achieved up to 16% 
savings in computational resources without degrading 
model performance. This efficiency is significant given 
the increasing computational demands of deep learning 
models in energy forecasting. 
 
Table II: Deep learning model forecasting performance 
for different skill-driven sampling levels. The bottom row, 
representing a control sampling scenario with τ = 0.000 
(0%), assesses the model where the dataset is not refined. 
Each subsequent row evaluates the model with datasets 
refined using different levels of the skill-driven sampling 
algorithm. For each τ, a 10-fold validation was performed 
and the average across the folds is reported. ¯: the lower 
the better; : the higher the better. 
 

τ 
(%) 

¯  
MBE 
Wm-2  

(%) 

¯  
MAE 
Wm-2  

(%) 

¯ 
RMSE 
Wm-2 

(%) 

 
RMSE 
Skill 

Score % 

¯ 
Training 
 Time % 

0.061  
(30) 

13.02  
(3.29) 

66.35  
(16.77) 

132.06 
 (33.39) 

 

-42.11 69.83 

0.038  
(40) 

3.48  
(0.88) 

50.64  
(12.80) 

127.34  
(32.19) 

 

-37.02 71.29 

0.023  
(50) 

3.04  
(0.77) 

43.85  
(11.09) 

89.68  
(22.67) 

 

3.49 81.72 

0.014  
(60) 

2.61  
(0.66) 

41.19  
(10.41) 

89.24  
(22.56) 

 

3.97 81.75 

0.007  
(70) 

3.37  
(0.85) 

39.51  
(9.99) 

85.67  
(21.66) 

 

7.81 84.08 

0.004  
(80) 

1.13  
(0.28) 

38.82  
(9.81) 

86.08  
(21.76) 

 

7.37 86.66 

0.002  
(90) 

0.64  
(0.16) 

38.85  
(9.82) 

86.87  
(21.96) 

6.52 92.41 

0.000  
(100) 

0.10  
(0.02) 

38.10  
(9.63) 

85.84  
(21.70) 

7.63 100 

Observation Mean: 395.54 Wm-2  - Observation Number : 324991 
 
 Perspectives: This study demonstrates that 
persistence error, based on the clear sky index, serves as a 
valid proxy for assessing the informativeness of training 
samples. By applying the optimal threshold (τ = 0.007), we 
reduced the dataset by 30%, leading to a 16% reduction in 
computational resources. However, further research is 
needed to generalize this approach to other datasets, 
particularly in environments where predictable conditions 
dominate. Combining this algorithm with data 
augmentation techniques or extending data collection in 
these regions may be necessary to avoid overfitting. 
 
4 CONCLUSION 
 
 This study introduced an image-based deep learning 
framework for very short-term solar irradiance 
forecasting. By benchmarking our model against two 
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commercial forecasting solutions, we demonstrated its 
superior accuracy and adaptability to site-specific 
conditions. 
 A key innovation of this work is the development of a 
skill-driven sampling algorithm based on persistence 
error. This algorithm optimizes the training dataset by 
excluding low-utility samples that do not significantly 
contribute to model learning. Importantly, it preserves 
critical physical attributes, such as solar zenith and 
azimuth angles, even at high sampling rates. 
 Our findings show that the proposed sampling strategy 
allows for the exclusion of up to 30% of the original 
dataset, leading to approximately 16% savings in 
computational resources without compromising forecast 
performance. 
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